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Training Good Generative 
Foundation Models

Evaluation Usage beyond 
Generation



Compared with last year:
• Better quality
• Human alignment
• Faster inference (e.g. x50)
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Training Better Image 
Generative Foundation Models

Last year, e.g. SDXL



Generative Adversarial Networks (GAN) Auto-regressive (AR)

Diffusion

Image credit: Taming Transformer, Parti, MaskGiT, CVPR 2022 Tutorial: Denoising Diffusion-based Generative Modeling: Foundations and Applications

Non-AR Transformer
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Text-to-Image Basics



• Latent diffusion overview
– Variational autoencoder (VAE)

– Condition (text) encoder

– Conditional denoising U-Net

Image credit: “High-Resolution Image Synthesis with Latent Diffusion Models”, VAE-Wikipedia 6

Text-to-Image Basics



• Text-to-image basics

1. Data

2. Architecture

3. Training paradigm

Image credit: “”

7

Data

Arch Training 
paradigm

Past year:
DALL-E 3

SD3
MJ6

PixArt
VAR
……

Training Good Generative Foundation Models



• Data: the importance of re-caption 
and text encoder (T5)

• Less noisy; more detailed

Data: Recaption (DALL-E 3)

Image credit: “Improving Image Generation with Better Captions”, DALL-E 3
“DEsignBench: Exploring and Benchmarking DALL-E 3 for Imagining Visual Design”
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Arch: Diffusion Models with Transformers

Image credit: “Scalable Diffusion Models with Transformers”, DiT

CrossAttn
DownBlock2D (Conv)

Latent: b*320*64*64
text: b*77*768

t: b*1280

Latent’: b*320*32*32

U-Net Block

• Architecture: from U-Net to fully 
transformer

• Good scaling behavior
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Training Paradigm: Rectified Flow

• Diffusion training: 
○ Diffusion 

improvements
○ Rectified flow

Image credit: “Flow Straight and Fast: Learning to Generate and Transfer Data with Rectified Flow”
“An introduction to flow matching,” Fjelde, Tor and Mathieu, Emile and Dutordoir, Vincent
“Flow Matching in Latent Space” 10



Case Study: Stable Diffusion 3

• A scaled-up open-sourced model with: 
○ Data: recaption + T5 (and CLIP x2)
○ Architecture: diffusion transformer (MM-DiT)
○ Training Paradigm: rectified flow

Image credit: “Scaling Rectified Flow Transformers for High-Resolution Image Synthesis”, SD3 11



Training Paradigm: Autoregressive

Image credit: “Autoregressive Model Beats Diffusion: Llama for Scalable Image Generation”, LlamaGen
“Visual Autoregressive Modeling: Scalable Image Generation via Next-Scale Prediction”, VAR

• Scaling behavior of AR 
generation

• From next token 
prediction to next scale
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Image credit: “”
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Training Good Generative Foundation Models

Data

Arch Training 
paradigm

Pretraining good generative 
foundation models 

Slow 
inference?

Human 
alignment?

• Text-to-image basics

1. Data: better captions (DALL-E 3)

2. Architecture:
diffusion transformer (DiT)

3. Training paradigm:

– Flow matching (rectified flow)

– Next-scale prediction (VAR)



• Diffusion inference speed

– Advanced diffusion samplers 
(50 -> ~10 steps)

– Diffusion distillation 
(50 -> 1-4 steps)
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Diffusion Inference Acceleration

One-step with 
Diffusion Distillation

Image credit: “Improving Adversarial Distillation of Diffusion Models”



Consistency Models

• Consistency distillation

Image credit: “Consistency Models”, 
“Latent Consistency Models: Synthesizing High-Resolution Images with Few-Step Inference” 15



Adversarial Training

Image credit: “UFOGen: You Forward Once Large Scale Text-to-Image Generation via Diffusion GANs”

• SD initialized generator 
and discriminator
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Adversarial Diffusion Distillation

• Other discriminator design
– Full pretrained diffusion, 

DINOv2, diffusion 
bottleneck feature

• Distillation loss

18Image credit: “Adversarial Diffusion Distillation” (SDXL Turbo)
“Improved Distribution Matching Distillation for Fast Image Synthesis” (DMD/DMD2)



Image credit: “Adversarial Diffusion Distillation” (SDXL Turbo)
“Improved Distribution Matching Distillation for Fast Image Synthesis” (DMD/DMD2)
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Adversarial Diffusion Distillation

• Other discriminator design
– Full pretrained diffusion, 

DINOv2, diffusion 
bottleneck feature

• Distillation loss
• Distribution matching distillation



Diffusion Inference Acceleration

Image credit: “Improved Distribution Matching Distillation for Fast Image Synthesis” (DMD/DMD2) 20



From Image to Video

Image credit: “Motion Consistency Model: Accelerating Video Diffusion with Disentangled Motion-Appearance Distillation”

Teacher 50 steps Motion Consistency Model 4 steps
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Post Training, Human Alignments

Data

Arch Training 
paradigm

Pretraining good generative 
foundation models 

Slow 
inference 

Human 
alignment?



Controllable generation Editing

Concept customization

Image-level: a yellow fire 
hydrant with a cartoon face 
drawn on it.

a yellow fire 
hydrant with 
a face on it 
and black 
eyes.

a truck is 
parked next 
to a trash 
can.

a red truck is 
parked in a 
parking lot.

Image credit: ReCo, InstructPix2Pix, Attend-and-Excite, DreamBooth

Better following prompts
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Post Training, Human Alignments: Last Year’s Tutorial



Human Feedback Learning in LLMs

Image credit: “Training language models to follow instructions with human feedback”
“Direct Preference Optimization: Your Language Model is Secretly a Reward Model”
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• With, w/o reward model

• LM policy, maximum likelihood



Specialized model as reward model:
Aesthetic, I2T+BertScore, ImageReward, etc.

Fine-tuning Diffusion Models with Reward Model

Image credit: “Training Diffusion Models with Reinforcement Learning” (DDPO)
“DPOK: Reinforcement Learning for Fine-tuning Text-to-Image Diffusion Models”

Reinforcement Learning
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Image credit: “Training Diffusion Models Towards Diverse Image Generation with Reinforcement Learning”

- Diversity Rewards: 
Customize with a set of 
diverse reference images

Fine-tuning Diffusion Models towards Diverse Generation
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Direct Reward Back Propagation

Fine-tuning Diffusion Models with Reward Model

Image credit: “Directly Fine-Tuning Diffusion Models on Differentiable Rewards” 27



- No need of reward model
- Requires datasets of {(prompt, 

prefer image, dislike image)}

Directly Fine-tuning Diffusion Models with Preference

Image credit: “Diffusion Model Alignment Using Direct Preference Optimization ” 28



Image credit: “”
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Training Good Generative Foundation Models

Data

Arch Training 
paradigm

Training Good Generation 
Models• Advances in data, architecture, 

and training paradigm

• Diffusion inference acceleration

• Post training for human 
alignment

Inference 
acceleration

Post 
training 

Evaluation Usage beyond 
generation



Generation Evaluation

• Beyond FID and CLIP score
– Checking details
– Diverse evaluation aspects
– Emergent scenarios
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A

B

Prompt: Photorealistic scene capturing the heart of Times Square during the 
exhilarating New Year's Eve countdown ushering in 2024. The area is densely packed 
with jubilant individuals, their faces reflecting the joy and optimism of welcoming a 
new year. Skyscrapers adorned with brilliant neon signs and screens add to the 
ambiance, painting the night with a myriad of colors. Central to the festivities is the 
New Year's Eve ball, steadily descending to mark the transition. Dominating the visual 
landscape, a grand digital screen prominently displays the messages 'Happy New Year' 
and '2024', symbolizing the collective celebration and the dawn of new possibilities.



Checking Details

• T2I-CompBench
– VQA: attribute
– UniDet: spatial
– MiniGPT4

• GenEval:
object presence, 
count, position, 
attribute

Image credit: “GenEval: An Object-Focused Framework for Evaluating Text-to-Image Alignment”
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A

B



Diverse Evaluation Aspects

Image credit: “Improving Image Generation with Better Captions”, DALL-E 3
“Openleaf: Open-domain interleaved image-text generation and evaluation”

• LMM as unified metric

• Extend to multimodal inputs and outputs
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Emergent Scenarios Evaluation

• Visual design

33Image credit: “DEsignBench: Exploring and Benchmarking DALL-E 3 for Imagining Visual Design”



Emergent Scenarios Evaluation

• Interleaved generation:
multimodal inputs and 
outputs

Image credit: “Openleaf: Open-domain interleaved image-text generation and evaluation” 34



• Generative foundation models + LMMs
– LMMs helps generation
– Unified text+image generation
– Diffusion for understanding
– Synthesized data

Image credit: “”

35

Generative Foundation Models + LMMs

Generative 
Foundation 

Models

Large 
Multimodal 

Models



LMMs Helps Generation Reasoning

• Reasoning and improving 
text prompts

– Improve the input brief 
instructions

– World knowledge

Image credit: “Guiding Instruction-based Image Editing via Multimodal Large Language Models”
“EditWorld: Simulating World Dynamics for Instruction-Following Image Editing” 36



• Idea2Img: GPT-4V + T2I:
1. Revised prompt 

generation (Improving)
2. Draft image selection 

(Assessing)
3. Feedback reflection 

(Verifying)

Idea2ImgLMMs Helps Generation Reasoning

Image credit: “Idea2Img: Iterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation” 37



• Compared with T2I:

– Image description -> 
arbitrary instruction

– Text-only input -> 
multimodal idea input

– Better visual and 
semantic quality

Idea2ImgLMMs Helps Generation Reasoning

Image credit: “Idea2Img: Iterative Self-Refinement with GPT-4V(ision) for Automatic Image Design and Generation” 38



Unified Text+Image Generation

•

•

•

• Unified modeling:

– Text, image 
autoregressive

– Autoregressive text 
+ diffusion decoder

– Text, image 
diffusion

Image credit: “CoBIT: A Contrastive Bi-directional Image-Text Generation Model”
“Generative Multimodal Models are In-Context Learners”
“Unified Discrete Diffusion for Simultaneous Vision-Language Generation” 39



Discussion

• Beyond unified format, the grand vision of mutual beneficial

• Do we need perfect image (pixel) to benefit LMM learning?

Image credit: “Openleaf: Open-domain interleaved image-text generation and evaluation”
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Generative 
Foundation 

Models

Large 
Multimodal 

Models



Generative Foundation Models for Understanding

• Extract representation: extract UNet feature on a noisy 
image denoising process

• Classification 

• Depth and dense
prediction tasks

Image credit: “Your Diffusion Model is Secretly a Zero-Shot Classifier”
“Repurposing Diffusion-Based Image Generators for Monocular Depth Estimation”
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Discussion

• Promising results on dense output tasks like depth estimation, 
semantic correspondence, etc.

• Some discussions on insufficient as global visual representation

• Close the remaining gap and use diffusion as a vision encoder?
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Generative 
Foundation 

Models

Large 
Multimodal 

Models



● Training
○ Data, arch, and training paradigm
○ Diffusion inference acceleration
○ Post training for human alignment

● Success and open problems in 
generation + LMMs

● Video and other modalities

Summary Training Good Generative 
Foundation Models

Evaluation Usage beyond 
Generation

Data

Arch Training 
paradigm

Inference 
acceleration

Post 
training 

43



Thank you! 


