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Alignments in Text-to-Image Generation
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Text-to-Image Generation

1 Text-to-image (T2|) Text prompt: a yellow
S . fire hydrant with a T21
° Allgnmg with human cartoon face drawn on it.
intentions
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Alignments in Text-to-Image Generation

Controllable generation : Editing
Image-level: a yellow fire hydrant .
with a cartoon face drawn on it. . “Add fireworks to the sky”
a truckfis ared truck is y - il .. R A AT SR
- 0‘ parked in a LDER . : B o e e = P
a trash can parking lot. i 2 . T »e - { \ } J,

a yellow fire
hydrant with a
face onitand
black eyes.

Better following prompts

“A painting of an
elephant with glasses” |

“A horse and a dog”

S

Stable |
Diffusion |/ Fors

+Attend- —
and-Excite §¥ R

Image credit: ReCo, InstructPix2Pix, Attend-and-Excite, DreamBooth

Input images n the Acropolis




Agenda

e Text-to-image (T2l) basics

e Aligning human intentions in T2l generation
— Controllable generation
— Editing
— Better following prompts

— Concept customization

e Summary and discussion



Text-to-Image Basics

e GAN Text prompt: a yellow
. fire hydrant with a T21
° Auto-regresswe cartoon face drawn on it.
e Non-AR Transformer
e Diffusion
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Text-to-Image Basics

. . I .
Generative Adversarial Networks (GAN) ! Auto-regressive (AR)
I ;
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I .
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Fa ke ! Transformer Decoder i Image Detokenizer
- Transformer Encoder | ] - ’\ gmnslalme) ‘
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T T T T ? 1 T - Image Tokenizer ‘
| Tr§|n [ (Transformer) J
Real . t ty tn <sos> i i iM <
Rea I I Two dogs running in a field
|
|
|
Non-AR Transformer ! Diffusion
Sequential HiHE [ 3 i . . . "
Decoding . . v i | Fixed forward diffusion process
™ .- . |
Transformers |
t=0 t=1 t=120 t=200 t=255 i NOise
Scheduled § sy ) . Generative reverse denoising process
Parallel |
Decoding .
with MaskGIT I
t=0 t=1 : t=2 7

Image credit: Taming Transformer, Parti, MaskGiT, CVPR 2022 Tutorial: Denoising Diffusion-based Generative Modeling: Foundations and Applications



Stable Diffusion (SD) Basics

e SD overview H_.UD_H

— Variational autoencoder (VAE) — i —— —

Space

— Condition encoder

( O\ (@ Latent Space ) 6onditionina
— Conditional denoising U-Net BH Diffusion Process __,l A
( )

z Denoising U-Net €g 2T Text

Pixel Space L

denoising step crossattention  switch  skip connection concat

Image credit: “High-Resolution Image Synthesis with Latent Diffusion Models”, VAE-Wikipedia



Stable Diffusion (SD) Basics

e [nference flow

— Variational autoencoder (VAE)

— Condition encoder

— Conditional denoising U-Net

Latent Space

emanti
Ma
~ Text
Repres )
|entations
mages

Pixel Space,

/7'9

g

denoising step crossattention  switch  skip connection concat —

Image credit: https://huggingface.co/blog/stable_diffusion
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Scheduler
algorithm Text conditioned
“reconstruct” latent UNet
repeat N i
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B4x=64
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Variational
Autoencoder Decoder

User Prompt
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Latent

(320,64)
(320,32)
(640,16)
(1280,8)

(1280,8)

Stable Diffusion (SD) Basics /

e Zooming into conditional U-Net: B IQ
How text condition operates on image?  lmse

— Image-text cross attention

Denoised Latent

—1
Il -

——n
FH—HH
e
BB

Latent Space €onditioning)
{_Diffusion Process | emantj
- Ma

~Cnoising U-Neu o,

7~
z |
x(T=1) |

\ 27 X
j Repres |
\ gntations |

= =2 v

denoising step/“crossattention  switch  skip connection concat ~——

Latent: b*320*64*64
text: b*77*768

t b*1280 Q: latent+duplicate(linear(t))
' | => b*4096*320
. — *7 7%
CrossAtn | K, V:text=>Db 7Z 768
DownBlock2D ‘ Attention(Q, K, V') = softmax (Qj% ) -V, with
! Q=W piz), K =W m(), V=W 7(y).

Latent’: b*320*32*32

Image-text attention map of HW*77
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Agenda

Text-to-image (T2l) basics

Aligning human intentions in T2l generation

— Controllable generation
— Editing
— Better following prompts

— Concept customization

Summary and discussion
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Controllable Generation

e Text+layout/box: localized
description control

e Text+dense control (e.g.,
mask, edge, scribble, etc.)

e Inference-time guidance

Image credit: “ReCo: Region-Controlled Text-to-Image Generation”

Image-level: a yellow fire hydrant
ith a cartoon face drawn on it.
a truck s ared truck is

parked next to | parked in a
a.trash.can

a yellow fire
hydrant with a
face on it and
black eyes.

[1] GLIGEN: Open-Set Grounded Text-to-Image Generation

[2] ReCo: Region-Controlled Text-to-Image Generation

[3] Diagnostic Benchmark and lIterative Inpainting for Layout-Guided
Image Generation

[4] Adding Conditional Control to Text-to-Image Diffusion Models

[5] Composer: Creative and Controllable Image Synthesis with
Composable Conditions

[6] SpaText: Spatio-Textual Representation for Controllable Image
Generation

[7] T2I-Adapter: Learning Adapters to Dig out More Controllable Ability for
Text-to-Image Diffusion Models

[8] SceneComposer: Any-Level Semantic Image Synthesis

[9] Uni-ControlNet: All-in-One Control to Text-to-Image Diffusion Models
[10] UniControl: A Unified Diffusion Model for Controllable Visual
Generation In the Wild

[11] Universal Guidance for Diffusion Models

[12] Training-Free Layout Control with Cross-Attention Guidance
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ReCo: Region-Controlled T2l Generation

ayellow fire hydrant wi
cartoon face drawn on
} ayetiow

3 red tie. <« X
pdrane with. aed black e with a back stripe. freen and whte swimsuts.

dress up and doiny calm water under a snow
‘s hetime s capped moUNtain. <20 <42
o white o on s e .

ik tutu putting.

at a train station. 27> <22 of dust.
two tran are parked next to 2ebras are ighting i the dirt
esch other, cne of which 3 36802 playing

toiletin it. <2 2 <o
athiud with 3 white tcsiet 303 3 toiet
the cormer

a dog with his

a close up of a dog near a
tongue out next to

bowl. <145> <44> <999>

Text: global Text: grounded global 2 bowlofwater. | <950 adog with his
. ﬁ - . . tongue out next to a bowl
image text and regional descriptions |

of water. <87> <697>
3 silver bowl

<613><985> a silver bowl
descri ption (Grounded Region-Controlled texts) Ith water

it with water in it.
a close up of a dog near a bowl. a close up of a dog near a bowl.
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Image credit: “ReCo: Region-Controlled Text-to-Image Generation”



ReCo: Region-Controlled T2l Generation

anding at the plate in mid swing of a bat
<G87> <204> <999> <833>baseball player .. jersey.

<21> <447> <433> <840> a catcher in gray ... ball.
<0><323> <123> <827> a baseball player ... jersey.

e Grounded: box tokens operate on the text to follow

e |nput sequence expansion: box tokens

e Finetune T2l to understand box tokens
ReCo Model

#1 Region Description:
baseball player is swinging
a bat and wearing a blue
and white jersey.

Latent &

Fine-Tuned Inference WA
N - R A
Diffusion Model -— Generat?d Image

#2 Region Description: a
catcher in a gray and black
uniform is crouching and
ready to catch the ball.

Autoencoder T
Decoder

1
1
1
1
1
1
1
1
e At TR b i 1 e
2 . e ! i 1
Sl ' | 1
[ . i 1 f
ﬁ T & 1 1
/ Y e #3 Region Description: a 1 1 :
— T baseball player with the ! e e O —_
o 1
0.02,0.45, 0.43, 0.84] | number 19 on his jersey. : CLIP Text Encoder Ercoder
l 4
- . R
1 . :
1 r S it
1 _ Al
I ¥ 9
1
1
1
1
1
1

] Training

Image Description: a person standing at the plate in mid swing of a bat. 1
T New Param.
Input Sequence = Image Description + il - RURIERAERYNENENY - - WINLPY - UTH - (I
i | * i 4 .- 1 -

[Region Co‘ntrolled Text] '#Rejglons. a person <687> <204> jersey <21> ball Fine-tuned
a person standing at the plate in mid swing of a bat -
<687> <204> <999> <833> baseball player ... jersey. Text Word (T) | Position Token (P)
<21> <447> <433> <840> a catcher in gray ... ball. Embedding Embedding Frozen S~ ;
<0><323> <123> <827> a baseball player ... jersey. -

! Real Image
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Image credit: “ReCo: Region-Controlled Text-to-Image Generation”



GLIGEN: Open-Set Grounded T2l Generation

N ) . Grounding .
— %k +bol -l "nens @ Grounding tokens: grounded

text entity + spatial location

a bride and groom

Caption .
pore about fo cut — w wes o Gated self-attention layer
eir wedding cake
with original layers frozen

;%; Gated Self-Attention
-~ b 3 A -
Y —»:$:
“ (initas 0)
EREENN )
0 I ——

v = v + 3 - tanh(y) - TS(SelfAttn([v, h°]))

Visual Caption . Grounding

Image credit: “GLIGEN: Open-Set Grounded Text-to-Image Generation”



GLIGEN: Open-Set Grounded T2l Generation

e Bounding box grounding

Caption: “A woman smmg in a restaurant wnth a pizza in front of her (b) Caption: “A dog / bird / helmet / backpack is on the grass”

Grounded image: red inset

i Key PO int groun din g e e

e Spatially-aligned dense .

Y T Caption: “Elon Musk and Emma Watson on a movie poster” d) Caption: “a baby girl / monkey / Hormer Simpson / is scratching her/its head”
C O n I I O n S Grounded text: Elon Musk, Emma Watson; Grounded style image: blue inset Grounded keypoints: plotted dots on the left image

Caption: “A vibrant colorful bird sitting on tree branch (f) Caption: “A young boy:uith white powder
Grounded depth map: the left image Grounded HED map: the left image

( ) Caption: “Cars park on the snowy street” Caption: “A living room filled with lots of furniture and plants”
g (h) Grounded semantic map: the left image

Grounded normal map: the left image

”

Image credit: “GLIGEN: Open-Set Grounded Text-to-Image Generation
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Text+Dense Control

Dense conditions:

Canny Edge

Hough Line

HED Boundary

User Sketching

Human Pose

Semantic Segmentation
Depth

Normal Maps

Cartoon Line Drawing

“a turtle in river”

“a piece of carts tyl

Condition

zero convolution

Prompt Input
l l
-
0 SD Encoder Block 1
(Tmaa §- ([ PEemeig) |,
I
SD Encoder Block 2
% 32x32 BJ 3
Time
l SD Encoder Block 3 3

16x16

SD Encoder 6
Block_4 8x8

SD Middle 8
Block 8x8
SD Decoder B
Block 4 8x8

Prompt&Time

turtle ill

{

SD Encoder Block 1

],3

64x64 (trainable copy)
I

4[

SD Encoder Block 2

32x32 (trainable copy) J b

SD Middle Block
8x8 (trainable copy)

SD Encoder Block 3
16x16 (trainable copy)

SD Encoder Block 4
8x8 (trainable copy)

zero convolution

SD Decoder Block_3
16%16 5]

x

{

SD Decoder Block_2
32x32

3

I
SD Decoder Block 1 8
64x64

}xs

Image credit: “Adding Conditional Control to Text-to-Image Diffusion Models” (ControlNet)

1
Output

P —

zero convolution

zero convolution

zero convolution

zero convolution %3

x3

x3

x3

x3

1x1 Conv layer with both weight
and bias initialized with zeros 17



Uni-ControlNet, UniControl

Canny cetch Openpose Depth Content

e Unified models
for different
conditions

e Condition
composition

A motorcycfe on the mountains A gir[ in the room, oil }Jainting

+ =
&b
\ L
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Image credit: “Uni-ControlNet: All-in-One Control to Text-to-Image Diffusion Models”



Inference-time guidance

e Universal Guidance for Diffusion Models:
extending classifier guidance [1] to accept
any general guidance function

€0(2t,t) = €o(21,t) + 5(t) - V2, L(c, f(20))

E.g. detectign/

Anchor classification, Box and Faster- Predicted
bounding box class RCNN “noisy” clean
regression, and region labels image

label classification loss

[1] Diffusion Models Beat GANs on Image Synthesis

Image credit: “Universal Guidance for Diffusion Models”

Target Segmentation Map

Walker hound, % M
Walker foxhound
in space

uonejuawWdag

uonaR(

A headshot of a
woman with a
dog in winter.

Target Identity

A headshot of a
blonde woman
asasketch ~ | EEEEEEES

uonTu80091 dey

< A
Target Style Image

A Portrait
ofa
woman



Editing

e Latents spatial blend
e |Image-text attention edit
e Editinstruction

e External models

Image credit: “InstructPix2Pix: Learning to Follow Image Editing Instructions”

“Swap sunflowers with roses”

[1] Blended Diffusion for Text-driven Editing of Natural Images
[2] Blended Latent Diffusion

[3] DiffEdit: Diffusion-based semantic image editing with mask guidance
[4] eDiff-1: Text-to-Image Diffusion Models with an Ensemble of Expert

Denoisers

[5] Region-Aware Diffusion for Zero-shot Text-driven Image Editing
[6] Imagen Editor and EditBench: Advancing and Evaluating Text-Guided
Image Inpainting

[7] iEdit: Localised Text-guided Image Editing with Weak Supervision
[8] EDICT: Exact Diffusion Inversion via Coupled Transformations

[9] Prompt-to-Prompt Image Editing with Cross Attention Control

[10] Imagic: Text-Based Real Image Editing with Diffusion Models

[11] SINE: SINgle Image Editing With Text-to-Image Diffusion Models
[12] InstructPix2Pix Learning to Follow Image Editing Instructions

[13] MasaCtrl: Tuning-Free Mutual Self-Attention Control for Consistent
Image Synthesis and Editing

[14] Diffusion Self-Guidance for Controllable Image Generation
[15] Instruct-X-Decoder

[16] Grounded-SAM Inpainting

[17] Inpaint Anything

[18] Visual ChatGPT: Talking, Drawing and Editing with Visual
Foundation Models
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https://arxiv.org/pdf/2111.14818.pdf
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https://arxiv.org/pdf/2211.12446.pdf
https://arxiv.org/pdf/2208.01626.pdf
https://arxiv.org/pdf/2210.09276.pdf
https://arxiv.org/pdf/2212.04489.pdf
https://arxiv.org/pdf/2211.09800.pdf
https://arxiv.org/pdf/2304.08465.pdf
https://arxiv.org/pdf/2304.08465.pdf
https://arxiv.org/pdf/2306.00986.pdf
https://x-decoder-vl.github.io/
https://github.com/IDEA-Research/Grounded-Segment-Anything#skier-grounded-sam-with-inpainting-detect-segment-and-generate-everything-with-text-prompt
https://arxiv.org/pdf/2304.06790.pdf
https://arxiv.org/pdf/2303.04671.pdf
https://arxiv.org/pdf/2303.04671.pdf

"a huge avocada™

Encoder —»  Zne —rosskl— L ——  dendise —& Ziig
Zy — Decoder
! - Blended Latent Diffusion

e Spatial editing with mask
Zt < Zfg © Migtent + Zpg © (1 — Mmigtent)

Latents Spatial Blend

e |mage, text prompt, user
input or segmented mask from text original bg image

B LAd L

“snake” Input image Input mask “a man with “a man with “a muscular man
a red suit” a yellow sweater”  with a blue shirt”

Input image Input mask “gravestone” “toy truck”

L= 1 s, ! = L=

Input image Input mask a horror book a children’s book  a romantic novel Input image Input mask c 2 “big mountain” “The Great

named CVPR titled ECCV titled SIGGRAPH Pyramid of Giza”
| ' | ‘ | | ; |
‘J J .’AJ ’
.- hd . - o 2 A { A h
Input image Input mask Prediction 1 Prediction 2 Prediction 3 Original image Scribbled image Mask Prediction 1 Prediction 2
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Image credit: “Blended Latent Diffusion”



Image-text Attention Edit

e Edit generated images
e Manipulate image-text cross-attention map

e Word swap, adding new phrase, attention re-weighting

" 4 -

Adding new
phrase

“a cake with decorations.”

Sclildren drawing of a castle next to a river.”
Jelly beang

22

Image credit: “Prompt-to-Prompt Image Editing with Cross Attention Control”



Image-text Attention Edit

e Maintaining two sets of cross-attention maps for edit:

Original prompt: M; Edited prompt: M}

e
Pixel features  Pixel Queries Tokens Keys Y”&@ é"g Tokens Values Output
(from Prompt) (from Prompt)
—> X O] —» X O TTTTTTT) —»
& (2) Q K M, 1% & (z)

Text to Image Cross Attention

Cross Attenetion Control
M, ]

Word Swap Adding a New Phrase Attention Re—weighting
. My ift<T o
1, M* — (M) if A(j) = Neone i .
Edit(M;, M, t) : {M, otherwise, (it My M. 1)), ;= {(11’ ) otherwise. (Edit (My, M7 1), = {,(_w.(M,),, ifj=j

M)ig otherwise.

Image credit: “Prompt-to-Prompt Image Editing with Cross Attention Control”

y
2

v

3

ul:
&
P

“lemon cake.”

1
l Q
L
o W
w B
2 W

Goal »

[/

“monster cake.”

IS

w-iad
“monster cake.”
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Image-text Attention Edit

“A photo of a bear wearing sunglasses on and having a drink.”

“Photo of a cat riding on a bicycle.”

s ks il 2 L
cat —> squirrel cat —> elephant

urce image cat — dog

“Photo of a house with a flag on a mountain.”

“A photo of a butterfly on a flower.”

source image house —> hotel house —> tent house —> tree

“A basket full of apples.”

source image basket —> bowl basket —> box

from candies.”

**A mushroom in the forest.”

apples —> oranges  apples —> chocolates apples —> cookies apples —> kittens  apples —> smoke

“A ball between two chairs on the beach. —
s = n Line art of

source image ball —> frisbee ball —> bucket ball —> palace ball —> turtle e i “dn the wet forest.”™

Word Swap Adding a New Phrase

Image credit: “Prompt-to-Prompt Image Editing with Cross Attention Control”

ky sunglasses...”

“..on a spikey flower.” “...flower made out

*beer drink.”

pcriorinage weiing st mgiaesc? rounded sunglases. "

*..wooden flower.”

" A plastic mushroom...

“Photo of a cubic(y) sushi.”

t ’“I’Frl"l

“The modem(¥) city.”

“My colorful(y) bedroom.”

“Photo of a field of poppies at night({).”

Attention Re—weighting

24



Input Image Edited Images

Imagic

e Generated => natural
image edits

[ A NAN el "
“A sitting dog” “A dog playing “A jumping dog
with a toy” holding a frisbee”

e E.g., different dogs

“A person giving “A person with “A person in a greeting “A person

a thumbs up” crossed arms” pose to Namaste hands” holding a cup”
7
S
&

o I |
“A cat wearing a “A cat wearing an “A cat wearing a
hat” apron” necklace”

. . .. . . . “A zebra” “A horse with “A brown horse in “A cartoon c25
Image credit: “Imagic: Text-Based Real Image Editing with Diffusion Models” a saddle” a grass field” horse”




Imagic

e Obtain original text
(A) Text Embedding Optimization

Target Emb e nput
o T I Pretrained _
R Nl EE—
I Diffusion Model
"A photo of a bird

spreading wings."
Optimized Emb e ol
IS} = {/1
| | (—
EEEE BN Cigt
[ ||

non

Input: , “A photo of a dog lying down”
" " Y
- ~
i |

Pre-trained

uned

Image credit: “Imagic: Text-Based Real Image Editing with Diffusion Models”

L(x,e,0) =TFE; [||€ — fo(x¢, t, 9)”3]

(B) Model Fine-Tuning

Optimized Emb Input

oL Fine-Tuned
mEmc_Em Diffusion Model -
"?ll

(C) Generation
Target Emb
i.':l'i

Optimized Emb

\

Fine-Tuned
Diffusion Model

interpolate

ik J
e =1"et+ (1 —n) empt
E;;”

Text Alignment

(o]



InstructPix2Pix

e Obtain original text => Instruction-style text
“a bird standing”, “a bird spreading wings” => “have wings spread”

Training Data Generation

(a) Generate text edits:

Input Caption: “photograph of a girl riding a horse” + GPT-3 et e e oe dolip

Edited Caption: ‘photograph of a girl riding a dragon”

(b) Generate paired images:

Stable Diffusion
+ Prompt2Prompt

Input Caption: “photograph of a girl riding a horse”
Edited Caption: “photograph of a girl riding a dfagon

(c) Generated training examples:
“convert to brick”

“Color the cars pink” “Make it lit by fireworks”

S i

Image credit: “InstructPix2Pix: Learning to Follow Image Editing Instructions”

‘have her ride a dragon”
T

Instruction-following Diffusion Model

(d) Inference on real images:

“turn her into a snake lady”




Editing Systems with External Models

e Segmentation

Change bird to squirl

l Change black berry to onion. ]

oo&coo&covhb

Change green trees to yellow.

e LLM

User Query

please generate a red

thlt image and then

 flower conditioned on == ‘ ‘
me predicted depth of &% P a
®

make it like a cartoon,

step by step

(Visual Foundation Models)

Stable ix2Pi
BLIP Diffusion PUkix

v

@ Prompt

sy | Manager

e

\ControINet Detection )

0\

Iterative Reasoning

L.

Outputs

¥ @ Here you are.
S ® > 3 PR What else
Fa % can | help
L 2 ’ f you?

Image credit: “Instruct-X-Decoder”, “Visual ChatGPT: Talking, Drawing and Editing with Visual Foundation Models ”



“A paivting of an

Better Following Prompts "A e and o deg” clephant with gosses

s

Stable
. Diéusion ;
e Test-time latents
e Test-time attention P
and-Excite

e Alignment tuning

[1] Training-Free Structured Diffusion Guidance for Compositional Text-
to-Image Synthesis

[2] Attend-and-excite: Attention-based semantic guidance for text-to-
image diffusion models

[3] Grounded Text-to-Image Synthesis with Attention Refocusing

[4] Compositional Visual Generation with Composable Diffusion Models
[5] Aligning Text-to-Image Models using Human Feedback

[6] ImageReward: Learning and Evaluating Human Preferences for Text-
to-Image Generation

[7] Training Diffusion Models with Reinforcement Learning

[8] DPOK: Reinforcement Learning for Fine-tuning Text-to-Image
Diffusion Models

[9] Better Aligning Text-to-Image Models with Human Preference

29

Image credit: “Attend-and-excite: Attention-based semantic guidance for text-to-image diffusion models”
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StructureDiffusion

Stable
Diffusion
Ours
(SIPEEUS . iR
A red car and a white sheep. A brown bench sits in front of
an old white building
Attribute leakage Interchanged attributes

Image credit: “Training-Free Structured Diffusion Guidance for Compositional Text-to-Image Synthesis”

A blue backpack and a brown
elephant

Missing objects
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StructureDiffusion

e Manipulating values in cross-attention based on linguistic
parsing tree to enforce language structure

e Look at all noun phrases

Prompt: A room with

blue walls and a
white sink.

|

- Structured %
: Representations }

Condition Encoding Stage

Sequence Alignment

Q: +duplicate(linear(t))
=> b*4096*320

Attention
maps M*

K, V: => p*77*768

l Attention((, K, V') = softmax (of—‘ﬁl) -V, with
z

/

Q=W pi(z), K=W 1(y), V=W 1(y).

Cross Attention Layers
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Image credit: “Training-Free Structured Diffusion Guidance for Compositional Text-to-Image Synthesis”



Attend-and-Excite

e Enhance the maximal
attention for the most
neglected subject token

e Updates the latent with
attention loss

“A cat and a frog”

Stable Diffusion (SD) Stable Diffusion w/ Attend-and-Excite

DDPM Process

A lion WH‘ h SD Geverated with

a crown” Tmaae A++cwd-and-_€x&i+s

UNet UNet
Z, Z4

=1 - max A(A?)

i =
Loss: L= max(L,,L;)
Gmmssmvn
Y Update: Z,.=Z.- aV, L =

Smoothing GI(AZ) 61(1”(5)

Cross Attention  reshape i
(timestep 1) ! lion with a crown |
' !

H

"y — |

P2 L B2 n HH. . i
1‘\1 ﬁz ,qa A i

L (PxP) 1

Q K Ay i
=QxK E

1

Loss Computtation ]
(+okens “liow” ,“crown”) ,=1 - max A(A2) :
]

]

!

]

1

i

1

1

]

]

Final Cross- lion  with a

Attention Maps
(+iw‘GS+GP +=D) .Bn. -

WH—I/Iv
Attend-and-Excite

Image credit: “Attend-and-excite: Attention-based semantic guidance for text-to-image diffusion models”



Attend-and-Excite

“A painting of an “A playful kitten chasing a
“A horse and a dog” elephant with glasses” butterfly in a wildflower meadow”
/,-‘\‘\ B ) ’
Stable
Diffusion
+Attend-
and-Excite
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Image credit: “Attend-and-excite: Attention-based semantic guidance for text-to-image diffusion models”



DDPO
Training process

Compressibility: llama

e RL for optimizing
diffusion models
on different
downstream
objectives

Prompt Alignment: a raccoon washing dishes ———

o = | .  olF el
b (S el NS AW
! = Nl B> A ' < . /‘f > & = :
W {7V il S " N L i i p . |
| i
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Image credit: “Training Diffusion Models with Reinforcement Learning”



BERTScore

- similarity-based
— () @ ~

— [“a monkey washing dishes..."]

“what is happening
DDPO o

e VLM similarity reward to
improve image-prompt
alignment

Prompt Alignment

0.84

BERTScore
:\
X
A

N — ks
LG ,f"_- 072 |
0.69
a bear washing dishes ———
. 10k 20k 30k 40k 50k

Reward Queries

=

I T € e

= .. riding a bike
= ...playing chess
— ...washing dishes
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Image credit: “Training Diffusion Models with Reinforcement Learning”



Concept Customization

e Single-concept customization

] . . Input images an the Acropolis n o doghouse  in a bucket
L M u It |I-conce pt customization 11 Animageis Worth One Word: Personalizing Text-to-Image Generation
using Textual Inversion
. . . . [2] DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-
e Without test-time finetuni NEg  Driven Generation
[3] Encoder-based Domain Tuning for Fast Personalization of Text-to-Image
Models
[4] ELITE: Encoding Visual Concepts into Textual Embeddings for
Customized Text-to-Image Generation
[5] Multi-Concept Customization of Text-to-Image Diffusion
[6] Break-A-Scene: Extracting Multiple Concepts from a Single Image
[7] Paint by Example: Exemplar-based Image Editing with Diffusion Models
[8] BLIP-Diffusion: Pre-trained Subject Representation for Controllable Text-
to-Image Generation and Editing
[9] EaceO: Instantaneously Conditioning a Text-to-Image Model on a Face
[10] FastComposer: Tuning-Free Multi-Subject Image Generation with
Localized Attention
[11] Unified Multi-Modal Latent Diffusion for Joint Subject and Text
Conditional Image Generation
[12] Re-Imagen: Retrieval-Augmented Text-to-Image Generator
[13] InstantBooth: Personalized Text-to-Image Generation without Test-Time
Finetuning
[14] Subject-driven text-to-image generation via apprenticeship learning 36
Image credit: “DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-Driven Generation”
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https://arxiv.org/pdf/2305.14720.pdf
https://arxiv.org/pdf/2306.06638.pdf
https://arxiv.org/abs/2305.10431
https://arxiv.org/abs/2305.10431
https://arxiv.org/pdf/2303.09319.pdf
https://arxiv.org/pdf/2303.09319.pdf
https://arxiv.org/abs/2209.14491
https://arxiv.org/pdf/2304.03411.pdf
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https://arxiv.org/pdf/2304.00186.pdf

Single-Concept Customization

Input images

Input images

Input images

Johannes Vermeer Pierre-Auguste Renoir Leonardo da Vinci

Expression modification (“A [state] [V] dog”)

Input images

—
depressed

sleeping joyous

barking crying frowning screaming

Image credit: “DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-Driven Generation”

Input images

A[V]backpack in A [V] backpack with

the Grand Canyon the night sky

ALV] backpack n the Awet [V] backpack A[V] backpack in Boston
city of Versailles in water

A [v] vase b\mcd Two [V] vases
on a table

Milk pouredinto A [V] vase witha A[V] vasein the ooean
a[V] vase colorful flower bouquet

A[V] teapot floating A [V] teapot floating
in the sea in milk

A bear pouring from A transparent [V] teapot A [V] teapot pouring tea
a[V] teapot with milk inside
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Single-Concept Customization

Fine-Tunin

Ingut 9 Output
Images (~3-5) + Unique

subject’s class name identifier

Tuning unique identifier [V]
for customized subject

Originally generated samples o
to alleviate forgetting

Image credit: “DreamBooth: Fine Tuning Text-to-Image Diffusion Models for Subject-Driven Generation”

Inference

[—
i . |
A V] dog in - —
a0

£

"A V] doy
wolkingona P
colorful carpet”

Super-Resolution components:
Fine tuning + unconditional sampling in inference
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Multi-Concept Customization

e Multi-concept customization [V1], [V2], ...

from single image or multiple images

near a beach

Image credit: “Multi-Concept Customization of Text-to-Image Diffusion”
“Break-A-Scene: Extracting Multiple Concepts from a Single Image”

Single tmage,

multiple concepts

“[V1]) wext to its child [V1]
at the beach”

“Iv2] full of popcorn
in the desert”

“Pile of th a straw basket
at Eiffel fower”
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A photo of 7 A photo of ¥
woman in the woman, backview,

Without Test-Time Finetuning R e

e Retrieve-augmented/ In-context generation

e Similar customization, but w/o test-time N
. . o ] N
fl n et u n I n g Input 2 images of cat Aphotoof 7 cat A photo of 7 catin

swimming in the  a bucket
swimming pool

Image credit: “Subject-driven text-to-image generation via apprenticeship learning” 40
“InstantBooth: Personalized Text-to-Image Generation without Test-Time Finetuning”



Agenda

Text-to-image (T2l) basics

Aligning human intentions in T2l generation
— Controllable generation
— Editing
— Better following prompts

— Concept customization

Summary and discussion

41



Discussion

Open-source v.s. Closed-source

—— o ——

o Stable Diffusion
U DeepFloyd Al

———————————

—— o - —

- e e e e e

Imagen

Adobe
@ YRR ] (B runway c..reﬂn

Consuming and producing visual data:
Understanding (12T) and generatlon (T21) loop

a dog with his tongue
out next to a bowl of
water.

a silver bowl
with water in it

a close up of a dog near a bowl.

T2l

a dog with his tongue
out next to a bowl of
water.

a silver bowl
with water in it

a close up of a dog near a bowl.
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Thank youl!
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