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Q1: how to learn image representations? 
Q2: how to extend vision models with more 
flexible, promptable interfaces? 

Q3: how to do image generation?

Q4: how to train multimodal LLM?
Q5: how to chain multimodal experts 
with LLM?

LLM for language understanding and generation

Image 
Encoder

Image 
Generation

Consume visual data

Produce visual data

General-purpose interface



❑ Outline

Background

• Traditional Large Multimodal Models (LMM)

• Multimodal GPT4

Pre-requisite: Instruction Tuning in Large Language Models

Instructed Tuned Large Multimodal Models

• Open-Source Prototypes: LLaVA / MiniGPT4

• Emerging Extensions

• Benchmarking, Properties and Applications
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Background: 

Large Multimodal Models (LMM) 
& GPT4
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Large Multimodal Models: Image-to-Text Generative Models

❑ Model Architectures
• (Pre-trained) Image Encoder and Language Models

• Trainable modules to connect to two modalities

Vision Encoder 

Connection Module

Image

Language

Language Model

A dog lying on the grass next to a frisbee



❑ Training Objective
• Cross-Attended Image-to-Text Generation

• Autoregressive loss on language output 

Language Model

Visual Tokens

Next Token

Tokens to Predict
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Text Tokens

Large Multimodal Models: Image-to-Text Generative Models



Example 1: LMM with Image-Text Pairs

• BLIP2

Q-Former: Lightweight 

Querying Transformer

• GIT

GIT: A Generative Image-to-text Transformer for Vision and Language

Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models

Vision Encoder 

Connection Module

Language Model

Contrastive pre-trained: 

Florence/CLIP

From Scratch Pre-trained: FLAN-T5/OPT

Contrastive pre-trained: 

EVA/CLIP



• Flamingo: 

Vision Encoder 

Connection Module

Language Model

Perceiver Resampler

Gated Cross-attention + Dense

Pre-trained: Nonrmalizer-Free ResNet (NFNet)

Pre-trained: 70B Chinchilla

Example 2: LMM with Interleaved Image-Text Data



• Flamingo: Multimodal In-Context-Learning
Emerging 

Property

Example 2: LMM with Interleaved Image-Text Data



MultiModal GPT-4
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GPT-4 Technical Report, OpenAI

• Model Details: Unknown

• Capability: Strong zero-shot visual understanding & reasoning 
on many user-oriented tasks in the wild

• How can we build Multimodal GPT-4 like models?



Recap on Language Modeling: Large Language Models (LLM)

GPT-3
ChatGPT

InstructGPT
GPT-4

Flamingo

BLIP2

GIT

…

Multimodal

Space
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GPT-2

In-context-learning

Chain-of-thoughts (CoT)
What’s new?

Instruction-Following

Multimodal Input with image

In-context-learning

Chain-of-thoughts (CoT)
Instruction-Following

In-context-learning

Chain-of-thoughts (CoT)

Multimodal GPT-4

Gap?

Instruction-Following

→ Alignment Research



Pre-requisite: 

Instruction Tuning in 
Large Language Models (LLM)
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Instruction Tuning

Input Output

Translation

Summarization

Hello, Vancouver 你好，温哥华

CVPR is the premier annual computer vision event 
comprising the main conference and several co-located 
workshops and short courses. This year, CVPR will be 
single track such that everyone (with full passport 
registration) can attend everything.

CVPR: top computer 
vision event, single-
track, accessible to all.

• Task instructions are implicit.

• Individual models are trained, or multi-tasking without specifying the instructions

• Hard to generalize to new tasks in zero-shot



Instruction Tuning

Input Output

Summarize in just 10 words 

to make the message even 

more brief and easier to 

remember.

Instruction 

Hello, Vancouver 你好，温哥华

CVPR is the premier annual computer vision event 
comprising the main conference and several co-located 
workshops and short courses. This year, CVPR will be 
single track such that everyone (with full passport 
registration) can attend everything.

CVPR: top computer 
vision event, single-
track, accessible to all.

Translate English into Simplified 

Chinese

• Task instructions are explicit, expressed in natural language

• One single model is trained, multi-tasking with specified instructions

• Natural and easy to generalize to new tasks in zero-shot



Instruction Tuning

Input Output

Summarize in Chinese to 

make it easier to remember. 

Instruction 

CVPR'23签证问题: 组委会
努力解决，提供虚拟和现
场注册转换服务

"CVPR'23 visa issue: organizing 

committee works to solve and 

provide virtual and in-person 

registration switch services."



Self-Instruct Tuning

Seed Examples In-Context Learning New Machine-Generated Examples

❑Human-Human: Collected from humans with high cost 

❑Human-Machine: A Strong LLM Teacher such as GPT3 and GPT4

How to collect a diverse set of high-quality instructions and their responses?

Please generate new instructions that meet the requirements: ….

translation example summarization example 



Language Modeling: Large Language Models (LLM)

GPT-3
ChatGPT

InstructGPT
GPT-4

LLaMA
Open Source 

Community
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GPT-2

In-context-learning

Chain-of-thoughts (CoT)
What’s new?

Instruction-Following

Multimodal Input with image

In-context-learning

Chain-of-thoughts (CoT)
Instruction-Following

In-context-learning

Chain-of-thoughts (CoT)

Alpaca Vicuna

GPT4-Alpaca Tulu



Instruction Tuning with Open-Source LLMs

Data Source
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Alpaca VicunaLLaMA

GPT-3.5 ShareGPT
(Human & GPT)

None

Self-Instruct with Strong Teacher LLMs & Mixed Human Data

52K 52K500K
(~150K conversions)

Instruction-

following 

Data (#Turns)

GPT-4

(text-only)

GPT4-Alpaca

Mixed 

Data

Tulu

…

…

…

How Far Can Camels Go? Exploring the State of Instruction Tuning on Open Resource
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ResultsResults on Chatbot

All chatbots against ChatGPT

All chatbots against GPT-4

Evaluation Metric: Ask GPT-4 to rate 

the two model responses (1-10), then 

compute the ratio, i.e. relative score 

Findings:

• A VERY CONSISTENT Evaluation Metric !

• Opensourced Chatbots mimicked commercial ones



Large Multimodal Models
-- Building multimodal gpt4 with open-source resources

LLaVA as a running example in this lecture
• Data
• Model
• Performance



Visual Instruction Tuning with GPT-4

Teacher
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https://llava-vl.github.io/

Haotian Liu*, Chunyuan Li*, Qingyang Wu, Yong Jae Lee (* Equal contribution)

Alpaca VicunaLLaMA

GPT-3.5 ShareGPT
(Human & GPT)

None

Self-Instruct with Strong Teacher LLMs

GPT-4

(text-only)

GPT-4-LLM

52K • 158K multimodal instruction following data700K
(70 conversions)

Multimodal Chatbot

Instruction-

following 

Data

GPT-4

(text-only)

LLaVA

But No Teacher is available on multiGPT4?

(First & High Quality)

Large Language and Vision Assistant
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• Rich Symbolic Representations of Images 

GPT-assisted Visual Instruction Data Generation

• In-context-learning with a few manual examples

→ Text-only GPT-4
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Three type of instruction-following responses

GPT-assisted Visual Instruction Data Generation
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❑ Architecture

LLaVA: Large Language-and-Vision Assistant

❑ Two-stage Training 

•Stage 1: Pre-training for Feature Alignment.

Only the projection matrix is updated, based on a subset of CC3M.

•Stage 2: Fine-tuning End-to-End. Both the projection matrix and LLM are updated

•Visual Chat: Our generated multimodal instruction data for daily user-oriented applications.

•Science QA:  Multimodal reasoning dataset for the science domain.
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Visual Chat: Towards building multimodal GPT-4 level chatbot

❑ Two-stage Training 

Overall, LLaVA achieves 85.1% relative score compared with GPT-4

An evaluation dataset with 30 unseen images, 90 new language-image instructions
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Science QA: New SoTA with the synergy of LLaVA with GPT-4

• LLaVA alones achieve 90.92%

 

• We use the text-only GPT-4 as the 

juedge, to predict the final 

answer based on its own previous 

answers and the LLaVA answers.

 

• This ``GPT-4 as juedge'' scheme 

yields a new SOTA 92.53%

• GPT-4 is an effective model 

ensemble method
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Example 1:  Extreme Ironing

Strong Visual Reasoning Ability



Example 2:  Chicken Nugget Map

Strong Visual Reasoning Ability
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Example 1:  CVPR & Vancouver

Strong OCR Ability
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Example 2:  CVinW workshop

Strong OCR Ability
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Example 3:  LLaVA

Strong OCR Ability



VisionLLM

EmbodiedGPT

Llama-Adapter V2

MIMIC-IT

SpeechGPT

Video-LLaMA

mPlug-Owl

PandaGPT

Contextual DET

GILL

LLaVA-Med

ChatBridge

X-LLM

MetaVL

Valley

Emerging Topics

Videochat

InstructBLIP

GPT4Flamingo

LLaMA Vicuna

MiniGPT-4

LLaVA

Alpaca

MultiModl-GPT

Otter

LAVIN

PMC-VQA

PathAsst

IdealGPT

LMEye

InternGPT

LVLM-eHub

LAMM

OCR POPE

MayAprilMarch June



Video

Multitask Instruct with 
Established Datasets

InstructViT

MultiInstruct
InstructBLIP

More Modalities 
(Beyond VL)

ChatBridge

PandaGPTX-LLM

SpeechGPT
OCR

POPE: Hallucination

Adversarial Robustness

Evaluation

LLaMA-Adapter v2

Efficient 
Adaptation

GILL

Image 
Generation

LAVIN

Multimodal GPT

MiniGPT-4
(Zhu et al. 2023)

FlamingoMultimodal GPT4

Seminal LMM

LLaVA
(Liu et al. 2023)

Video-LLaMA

Valley

Videochat

EmbodiedGPT

Embodied
Agent

VisionLLM

Dense 
Prediction

Contextual DET

mPlug-Owl

Multimodal 
In-Context Learning

Otter/MIMIC-IT

M3IT MetaVL

OpenFlamingo

LAMM

PathAsst

PMC-VQA

Applications

LLaVA-Med

PaLM-E KOSMOS-1

LVM-eHUB



More Modalities 
(Beyond VL)

ChatBridge

PandaGPTX-LLM

SpeechGPT

More Modalities (Beyond VL)
• ChatBridge: Bridging Modalities with Large Language Model as a Language Catalyst

• PandaGPT: One Model To Instruction-Follow Them All

• SpeechGPT: Empowering large language models with intrinsic cross-modal conversational abilities

• X-LLM: Bootstrapping Advanced Large Language Models by Treating Multi-Modalities as Foreign Languages



Multitask Instruct with 
Established Datasets

InstructViT

MultiInstruct
InstructBLIP

Multimodal GPT

mPlug-Owl

Multitask Instruct with Established Academic Datasets/Tasks

• mPlug-Owl: Modularization empowers large language models with multimodality

• InstructBLIP: Towards general-purpose vision-language models with instruction tuning

• MultiInstruct: Improving Multi-Modal Zero-Shot Learning via Instruction Tuning

• Multimodal-gpt: A vision and language model for dialogue with humans

• Instruction-ViT: Multi-Modal Prompts for Instruction Learning in ViT

Two existing purposes for Instruct Tuning:

• User-oriented tasks: Daily conversation

• Academic tasks: Existing datasets



Multimodal 
In-Context Learning

Otter/MIMIC-IT

M3IT MetaVL

OpenFlamingo

MultiModal In-Context Learning

• M3IT: A Large-Scale Dataset towards Multi-Modal Multilingual Instruction Tuning

• Otter: A Multi-Modal Model with In-Context Instruction Tuning

• MetaVL: Transferring In-Context Learning Ability From Language Models to Vision-Language Models



Parameter-Efficient Training
LLaMA-Adapter v2

Efficient 
Adaptation

LAVIN
• LLaMA-Adapter V2: Parameter-Efficient Visual Instruction Model

• Cheap and Quick: Efficient Vision-Language Instruction Tuning for Large Language Models

14M parameters 3.8M parameters

• QLoRA: Efficient Finetuning of Quantized LLMs

Finetuning 65B LLaMA for 24 hours on a single GPU, reaching 99.3% of the performance level of ChatGPT

LLaMA-Adapter V2: LAVIN: 



• Evaluating Object Hallucination in Large Vision-Language Models

• On Evaluating Adversarial Robustness of Large Vision-Language Models

• On the Hidden Mystery of OCR in Large Multimodal Models

Evaluations

• LAMM: Language-Assisted Multi-Modal Instruction-Tuning Dataset, Framework, and Benchmark

OCR

POPE: Hallucination

Adversarial Robustness

Evaluation

LAMM LVM-eHUB

14 tasks:
 OCR

10 tasks:
OCR + Reasoning



• PathAsst: Redefining Pathology through Generative Foundation AI Assistant for Pathology

Applications

• LLaVA-Med: Training a Large Language-and-Vision Assistant for Biomedicine in One Day
• PMC-VQA: Visual Instruction Tuning for Medical Visual Question Answering

PathAsst

PMC-VQA

Applications

LLaVA-Med



A large gap remains…
In terms of scaling the capability 

Are we close or surpassing GPT-4?
In terms of prototyping new capabilities 



Strong abilities in 

• Reading multiple high-resolution images, long sequence

• Responding with  domain knowledge



• Industry: Scaling of data/model, New emerging properties etc

• University Labs: Prototypes for new functionalities, Evaluation

What can we do next as a sustainable research community?

Summary:

❑ Strong capabilities of LMM

❑ Instruction Tuning from Language to Multimodal

• Open-Source Prototypes: LLaVA / MiniGPT4

• Emerging Extensions

• Benchmarking, Properties and Applications

CVPR2023 Tutorial: Recent Advanced in Vision Foundation Models 
https://vlp-tutorial.github.io
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