
LAVENDER: Unifying Video-Language Understanding as
Masked Language Modeling

Linjie Li, Zhe Gan, Kevin Lin, Chung-Ching Lin, Zicheng Liu, 
Ce Liu, Lijuan Wang

Paper Tag: THU-PM-240



LAVENDER: unify all as open-vocabulary generation via MLM
-> Removes task-specific heads, all task can share the same MLM head
-> Can easily adapted to multi-task finetuning
-> Enable zero-shot capability on QA tasks, even without leveraging the super power from LLMs



WalkingVideo QA
[Open-ended] Classification over a pre-
defined answer dictionaries
[Multiple-choice] Classification over the 
answer choices

Video Captioning
“cartoon people 
eating at 
restaurant”

Open-vocabulary generation

“cartoon people 
eating at 
restaurant”

Text-to-video 
Retrieval

Classification / Ranking over positive pairs 
and negative pairs 

Common practices in Video-language Modeling
-> Add a task-specific head for each task or even each dataset
-> No ZS capability for QA tasks



Comparison to existing methods

• Unlike task-specific designs in existing VidL methods, LAVENDER unifies all tasks as MLM 
• We adopt an encoder-only architecture, with a lightweight MLM head, instead of the heavy decoder in 

unified image-text models 



LAVENDER

• Model Architecture
• Text Encoder: word embedding layer 
• Video Encoder: Video Swin Transformer 
• Fusion Encoder: 12 Transformer layers for cross-modal modeling

VIOLET : End-to-End Video-Language Transformers with Masked Visual-token Modeling, arXiv 2021
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Downstream Adaptation



Comparison to task-specific baseline

• Task-specific baseline with different head designs for different tasks vs. LANVENDER with 
the same MLM head for all tasks



Comparison to task-specific baseline (w/ video-language pre-training)

• Single-task Finetuning  
• LAVENDER (L5) significantly outperforms task-specific baseline (L7), with +4.9 on Meta-Ave.
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Comparison to task-specific baseline (w/ video-language pre-training)

• Single-task Finetuning  
• LAVENDER (L5) significantly outperforms task-specific baseline (L7), with +4.9 on Meta-Ave.

• Multi-task Finetuning 
• LAVENDER (L6) consistently outperforms task-specific baseline (L8), with +5.9 on Meta-Ave.
• LAVENDER can also support task-specific prompt (L9) / token (L10) for multi-task finetuning, by 

simply prepending the prompt or a learnable token to the text input, but does not bring 
performance improvements



Multi-task finetuning
Can we have a unified architecture that supports all downstream tasks simultaneously without introducing task-
specific heads? 

Multi-task Settings
• MT (all-in-one): a single set of parameters for all tasks
• MT (best): the best performing checkpoint for each task while training MT (all-in-one)
• MT -> ST: with multi-task finetuning as 2nd stage pre-training and then

finetune on each task 

• Best performing setting: MT -> ST
• All-in-one is very competitive, with only -0.5 performance drop from ST baseline on Meta Ave.
• Compared to task-specific baseline, we observe a consistent gain of +4.2 on Meta-Ave.



Few-shot Generalizability

• LAVENDER show clearly better generalizability to unseen testing data when trained with limited training data.



Zero-shot Video QA

• LAVENDER can be seamlessly applied to Video QA in a zero-shot manner, with the same MLM head from 
pre-training

• Compared with previous methods, LAVENDER can achieve competitive ZS performance, even when pre-
trained with much less data (5.5M vs. >69M) and without leveraging powerful LLMs



Comparison with SOTA

• Without any task-specific architectures, LAVENDER outperforms the prior state-of-the-art on 11 out of 14 
benchmarks considered
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